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Harnessing bubble behaviors for developing new
analytical strategies

Shizhong An, a,b Ruchiranga Ranaweera b and Long Luo *b

Gas bubbles are easily accessible and offer many unique characteristic properties of a gas/liquid two-

phase system for developing new analytical methods. In this minireview, we discuss the newly developed

analytical strategies that harness the behaviors of bubbles. Recent advancements include the utilization of

the gas/liquid interfacial activity of bubbles for detection and preconcentration of surface-active com-

pounds; the employment of the gas phase properties of bubbles for acoustic imaging and detection,

microfluidic analysis, electrochemical sensing, and emission spectroscopy; and the application of the

mass transport behaviors at the gas/liquid interface in gas sensing, biosensing, and nanofluidics. These

studies have demonstrated the versatility of gas bubbles as a platform for developing new analytical

strategies.

1. Introduction

Bubbles are not only ubiquitous in our daily life but also
closely related to many industrial processes, such as water
electrolysis1–5 and the Hall–Héroult process.6,7 The fundamen-
tals of gas bubble behaviors have been extensively studied,
including how they nucleate,8–11 grow,12–14 interact with other
objects,15–18 coalesce,19,20 detach from a surface or orifice,21–24

transport,25 and burst.26–29 Recently, there has been an

increasing interest in harnessing these well-studied bubble
behaviors for developing new analytical strategies. The motiv-
ation is two-fold. First, there are many low-cost and convenient
methods for gas bubble generation, such as water electrolysis
and directly flowing gas into a liquid medium, which ensure
the portability and accessibility of an analytical device.
Second, gas bubbles offer many unique features of a gas/liquid
two-phase system for developing novel analytical strategies.

In this minireview, we review the most recent works on
developing new bubble-based analytical methods. According
to their operating principles, we categorize these methods into
the following three groups, as illustrated in Fig. 1. The analyti-
cal methods in the first category take advantage of the gas/
liquid interfacial activity of gas bubbles to achieve the detec-
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tion and preconcentration of surface-active compounds
(Fig. 1a). In the second category, the gas phase properties of
bubbles, such as acoustic resonance, electrical insulation, and
electric discharge, were utilized in designing the analytical
method (Fig. 1b). In the third category, the unusual mass
transport behaviors across or along the gas/liquid interface
were utilized to attain the desired analytical goals (Fig. 1c).

2. Interfacial activity
2.1 The bubble-nucleation-based method for surfactant
detection

The gas–liquid interface of gas bubbles has been long
exploited for surface tension analysis. A bubble pressure tensi-
ometer, one of the most common tensiometers, is built based
on the relationship between the internal pressure and surface
tension of a gas bubble in the liquid, governed by the Young–
Laplace equation.30 Using a bubble pressure tensiometer, one
can measure the transient surface tension value that corres-
ponds to the surface tension at a certain surface age. By
varying the speed at which bubbles are produced, the depen-

dence of surface tension on the surface age or the dynamic
surface tension can be measured. Because the dynamic surface
tension is a function of the surfactant properties such as con-
centration, diffusion coefficient, and adsorption coefficient,
the bubble pressure tensiometer can also be used for the indir-
ect determination of these surfactant properties.31

Recently, Ranaweera et al.32 have further explored the use of
bubbles for surfactant analysis. Unlike the traditional bubble
pressure tensiometer, their method is based on electro-
chemical bubble nucleation. According to the classical nuclea-
tion theory, the formation energy of a gas bubble in the liquid
is the sum of the energy cost of creating a new gas/liquid inter-
face and the energy gain through the liberation of dissolved
gas into the bubble volume.33,34 In the presence of surfactants,
the surface tension of the gas nucleus/liquid interface
decreases, leading to a reduced nucleation energy barrier and
accelerated bubble nucleation (Fig. 2a). To transduce the
bubble nucleation event to an electrochemical signal, they
used a nanoelectrode-based approach.35–38 In this approach, a
single H2 bubble was generated at a nanodisk electrode by
reducing protons electrochemically. The nanoscale dimension
of the nanoelectrode is essential to provide the exquisite sensi-
tivity for detecting slight changes near or on the electrode
surface (in this case, H2 bubble nucleation). The peak-shaped
voltammograms in Fig. 2b are characteristic of the electro-
chemical nucleation of a single gas nanobubble. The concen-
tration of dissolved H2 required for bubble nucleation is pro-
portional to the peak current (ipeak) in the voltammogram.
Because the presence of surfactants facilitates bubble nuclea-
tion, ipeak decreases with an increasing surfactant concen-
tration. Using this method, they demonstrated the quanti-
tation of perfluorinated surfactants in water, a group of emer-
ging environmental contaminants, with a remarkable limit of
detection (LOD) down to 30 μg L−1 and a linear dynamic range
of over three orders of magnitude (Fig. 2c). After 1000-fold pre-
concentration of the samples using solid-phase extraction,
they achieved a LOD < 70 ng L−1 (Fig. 2d) which is the health
advisory for perfluorooctanesulfonate (PFOS) and perfluorooc-
tanoic acid (PFOA) in drinking water established by the
U. S. Environmental Protection Agency. They also derived the
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Fig. 1 Three key characteristic properties of gas bubbles that have been utilized for developing new analytical strategies: (a) interfacial activity at the
gas/liquid interface; (b) gas-phase properties such as acoustic resonance, electrical insulation, and electric discharge; and (c) unique mass transport
behaviors of species at the gas/liquid interface.
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expression for ipeak as a function of the surfactant concen-
tration from classical nucleation theory and found that the theory
was in an excellent agreement with the experimental data, con-
firming the proposed bubble nucleation-based detection mecha-
nism. Because the sensing response originates from the inter-
actions between the surfactant molecules and the bubble
nucleus, this bubble-nucleation-based method exhibited a
superior selectivity towards surfactants (Fig. 2e and f). It does not
respond to inorganic salts, small organic molecules such as
humic acids, proteins such as lysozyme, and non-surfactant poly-
mers such as poly(ethylene glycol). This method has the potential
to be further developed into a universal electrochemical detector
for surfactant analysis because of its simplicity and the surface-
activity-based detection mechanism.

2.2 Bubble-bursting-based preconcentration methods

Sea-spray aerosol enrichment is a natural phenomenon.39–41

The ocean wind causes a near-surface velocity gradient in the
water column that results in wave breaking. The entrainment
of air into the water column produces a plume of bubbles.
These bubbles serve to scavenge surface-active materials, carry-

ing them to the air–ocean interface, where the bubbles burst
and form a sea-spray aerosol.42 These aerosol particles are
enriched in surface-active organic materials such as free fatty
acids.40,41,43 The enrichment effect results from the preferen-
tial adsorption of surface-active compounds on the bubble
surface, creating a high local concentration in the thin layer of
solution around the bubble. When these bubbles burst at the
liquid/air interface, this thin layer of liquid is ejected to the air
and converted to aerosol droplets containing a high concen-
tration of surface-active compounds.

Chingin et al.44–46 mimicked this natural phenomenon for
preconcentration of low-concentration analytes. In their
method, gas bubbles were produced in water by flowing gas
through an air diffuser. The aerosol droplets formed by bubble
bursting were collected. They found that the concentration of
organic solutes in the collected aerosol droplets increased 6 to
12-fold for organic metabolites in urine (e.g., lipids and lipid-
like molecules, phenylpropanoids and polyketides),45 20 to
1000-fold for rhodamine dyes,46 and 10 to 100-fold for amino
acids, protein, and DNA.44 In most cases, inorganic metal salts
were not enriched during the bubble-bursting enrichment of
organic solutes. Instead, the inorganic salt concentration
notably decreased in the presence of organic components with
a relatively high concentration. The proposed desalination
mechanism was that inorganic salts and organic compounds
were competing for the adsorption sites on the bubble surface.
At a high organic solute concentration, metal salts were
expelled from the bubble surface by the organic compounds
with higher surface activity. They also went one step further to
coupling this bubble-bursting-based preconcentration method
with mass spectrometry for protein analysis.47 More recently,
Gao et al.48 have integrated this preconcentration setup with
gas chromatography-mass spectrometry for analyzing the trace
amounts of dissolved volatiles in complex matrices such as
hops, iced coffee, urine, etc.

Inspired by these previous studies, Cao et al.49 developed a
preconcentration method based on the electrochemical
aerosol formation (Fig. 3). Instead of using an air diffuser to
produce gas bubbles, they in situ generated H2 microbubbles
by electrochemically reducing water. Electrogeneration of
bubbles has the following benefits: (1) it provides precise
control of the bubble flux by adjusting the current flowing
through the electrodes; (2) it minimizes the initial momentum
of gas bubbles, which helps achieve a predictable low
Reynolds number motion of bubbles;50–52 and (3) it reduces
random bubble coalescence, which often occurs when flowing
gas through a porous frit to generate bubbles.27 They applied
this method for preconcentration of per- and polyfluorinated
alkyl substances (PFAS), a group of emerging surfactant con-
taminants in the environment that has a very low LOD of inter-
est (<70 ng L−1). This method achieved a constant 1000-fold
preconcentration of PFOS within 10 minutes in the concen-
tration range of 0.5 ng L−1 to 500 ng L−1 (Fig. 3b). A similar
enrichment factor, R, of ∼1000 was achieved for ten common
PFAS (Fig. 3c), including seven perfluorinated carboxylic acids
with a carbon chain length from 6 to 12 (PFHxA, PFHpA,

Fig. 2 (a) Schematic diagram illustrating the principle of the bubble-
nucleation-based electrochemical method for surfactant detection. (b)
Cyclic voltammograms for a Pt nanoelectrode with various perfluorooc-
tanesulfonate (PFOS) concentrations. (c) Plot of ipeak vs. CPFOS. (d) Plot of
ipeak vs. CPFOS for PFOS samples before and after preconcentration using
solid-phase extraction (SPE). (e) Plots of the normalized peak current vs.
the concentration of poly(ethylene glycol) (PEG), humid acids, and lyso-
zyme. (f ) The normalized peak current values for the blank, 10−3 g L−1

PFOS, and 10−3 g L−1 PFOS with 10-, 100-, and 1000-fold excess of PEG.
Reprinted with permission from ref. 32, Copyright (2019) American
Chemical Society.
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PFOA, PFNA, PFDA, PFUnDA, and PFDoDA) and three per-
fluorinated sulfonic acids (PFBS, PFHxS, and PFOS).
Impressively, the R-value varied by <10% over a concentration
range from 10−12 to 10−9 M for all tested PFAS analytes. They
further tested the simultaneous preconcentration of multiple
PFAS analytes in a tap water sample. They observed that the
enrichment factor for each analyte was consistent with the pre-
determined values using the individual standard solutions
(Fig. 3d). Their mechanistic study revealed that the diffusion-
controlled adsorption of PFAS to the bubble surface deter-
mined the enrichment efficiency of this method (Fig. 3e). In
comparison with solid phase extraction, the standard precon-
centration method in PFAS analysis, this new method is much
simpler (one step vs. multistep), quicker (10 min vs. up to
several hours), and free of organic solvent.

In addition to the two bubble-generation approaches dis-
cussed above, gas bubbles can also be produced in liquid for
preconcentration by sudden decompression of a solution orig-

inally supersaturated with gas,53–56 by microfluidic
approaches,57 or by in situ chemical reactions.58 Fig. 4a shows
the experimental setup developed by Elpa et al.58 for rapid
extraction and analysis of volatile solutes with an effervescent
tablet. The tablet is composed of NaHCO3 and NaH2PO4,
which react and generate CO2 gas upon contact with an
aqueous sample (Fig. 4b). The composition of headspace gas
was analyzed using an atmospheric pressure chemical ioniza-
tion (APCI)-mass spectrometer (MS) (Fig. 4a). Using seven
ethyl esters as model analytes, they showed that the APCI-MS
signals of these analytes dramatically increased after initiating
the bubble generation reaction of one tablet (Fig. 4c). This
method is compatible with gas chromatography-mass spec-
trometry and headspace-solid phase microextraction. It is
worth noting that this method transfers volatile/semivolatile
compounds (VOCs) from liquid matrices directly to the gas
phase, and not to aerosol droplets as in others’ work. They pro-
posed two possible transfer pathways: (1) VOCs were released
from the aerosols over the liquid surface during aerosol evap-
oration; and (2) VOCs in the solution were transferred to
bubble lumens and then liberated directly to the headspace
when bubbles burst.

3. Gas-phase properties
3.1 Acoustic properties: a versatile toolbox

Bubbles are compressible gas-filled entities. In an acoustic
field, they undergo compression and expansion at the pressure

Fig. 3 (a) Schematic diagram illustrating the principle of preconcentra-
tion of per- and polyfluorinated alkyl substances (PFAS) via electro-
chemical aerosol enrichment. (b) Dependence of enrichment factor, R,
on the PFOS concentration in the bulk solution (CPFOS,bulk). R is defined
as the ratio of PFOS concentrations in the aerosol (CPFOS,aerosol) and its
corresponding CPFOS,bulk. (c) R for ten common PFAS at CPFAS,bulk = 10−10

M. (d) PFAS concentrations before and after preconcentration. The
measured preconcentration factor, Rmeasured, vs. the expected precon-
centration factor, Rexpected, for each PFAS compound spiked in the tap
water sample. The Rexpected values are the R values for each PFAS com-
pound obtained using the standard solutions. (e) The enrichment
efficiency is dictated by the diffusion-limited adsorption of PFAS onto
the bubble surface. Reprinted with permission from ref. 49, Copyright
(2019) American Chemical Society.

Fig. 4 (a) The experimental setup that integrates effervescent tablet-
induced extraction with an atmospheric pressure chemical ionization
(APCI)-mass spectrometer (MS). (b) NaHCO3 and NaH2PO4 in the tablet
react to generate CO2 gas bubbles upon contact with an aqueous
sample. (c) APCI-MS signal intensities for seven different ethyl esters
without a tablet (top) and with one tablet added to the analyte solution.
Reprinted with permission from ref. 58, Copyright (2020) American
Chemical Society.
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peaks and nadirs, respectively.59 Contrast-enhanced ultra-
sound imaging (CEUS), a widely-used non-invasive diagnostic
test, is one most well-known application of the acoustic pro-
perties of gas bubbles.60–64 Ultrasound imaging relies on the
reception, analysis, and display of acoustic signals produced
by reflection or backscatter of ultrasound from internal
organs. Because microbubbles undergo radial oscillation upon
ultrasound excitation, they generate strong acoustic signals,
greatly exceeding conventional ultrasound backscatter pro-
duced by reflection or alteration in acoustic impedance. As an
example, Fig. 5a and b show the images of a patient’s gallblad-
der using conventional ultrasound (US) and CEUS with phos-
pholipid-stabilized microbubbles filled with SF6 gas.65 CEUS
provides better contrast than the conventional US, which is
critical for differentiating between benign and malignant poly-
poid lesions of the gallbladder. Microbubble-based CEUS is

also adopted in the diagnostic imaging of other organs includ-
ing liver, kidney, pancreas, spleen, etc.66 Because microbubbles
vibrate at a characteristic eigenfrequency which is inversely
proportional to their size, the size control of microbubbles is
critical to improve the ultrasound imaging contrast. Compared
to conventional CEUS which usually generates microbubbles
within a large range of size, a microfluidic device is a good
choice to produce monodisperse microbubbles for better
imaging. Segers et al.69 showed that monodisperse suspen-
sions (1–5 μm) of lipid-coated microbubbles could be micro-
fluidically formed at clinically relevant concentrations in a
yield of 100% by filling the freshly formed bubbles with a pre-
cisely tuned gas mixture of a high- and a low-aqueous solubi-
lity gas. Besides, an antibubble, which is a gas bubble contain-
ing a liquid droplet core, generates a stronger harmonic signal
component than identical bubbles without a core, showing
that anitibubbles are promising candidates for harmonic
imaging.70

Recent technological development of CEUS has been
focused on targeted CEUS, where microbubbles modified with
biorecognition elements such as peptides and antibodies are
used to achieve targeted imaging and therapy.68 For example,
Fig. 5c shows the synthesis and functionalization of micro-
bubbles with poly(n-butyl cyanoacrylate) (PBCA) shell.67 After
partial hydrolysis of the PBCA shell, the carboxylate functional
groups are exposed, allowing direct EDC coupling with the
streptavidin/biotinylated antibody conjugates or small oligo-
meric peptides (EDC stands for N-(3-dimethylaminopropyl)-N-
ethylcarbodiimide hydrochloride). Fig. 5d illustrates the
binding of microbubbles to endothelial cells that express
angiogenesis biomarkers during tumor progression for CEUS
imaging. Fig. 5e shows the CEUS images of a subcutaneous
A431 xenograft tumor. The peptide modified microbubbles
recognize E-selection, a glycoprotein expressed in tumor blood
vessels.

Besides the medical use in ultrasound imaging, gas
bubbles are also employed for acoustic detection, blocking,
focusing, and imaging.71–74 For example, Cai et al.75 developed
a bubble-based acoustic detector which has a three-dimension-
ally printed hydrophobic hollow frame structure. When the
device was immersed underwater, one gas bubble was trapped
in each cubic frame of the device. The trapped bubble and the
water layer above the bubble form a mass-spring system, in
which the bubble is a spring and the water layer is the mass.
When a sound wave propagates through this mass-spring
system, the transmission of a sound wave is at the maximum if
the sound frequency matches its resonant frequency; other-
wise, the sound wave gets significantly reflected at the gas/
liquid interface, leading to a low sound level above the liquid
surface. Because the resonant frequency depends on the gas
bubble dimension and the mass of the water layer above the
bubble, the selective detection of a particular frequency was
achieved by simply placing the device at different immersion
depths. The same group also designed new patterns of gas
bubble arrays for acoustic blocking.76 In their design, a cover
plate and a hydrophobic pillar-structured substrate sand-

Fig. 5 (a) and (b) Images of a patient’s gallbladder using conventional
ultrasound (US) and contrast-enhanced ultrasound (CEUS), respectively.
CEUS used phospholipid-stabilized microbubbles (MBs) filled with SF6
gas to improve the image contrast for more accurate differentiation
between benign and malignant polypoid lesions. (c) Synthesis and
functionalization of MBs with poly(n-butyl cyanoacrylate) (PBCA) shell
for targeted CEUS. (d) Illustration of the binding of MBs to endothelial
cells that express angiogenesis biomarkers during tumor progression for
CEUS imaging. (e) Targeted CEUS images of a subcutaneous A431 xeno-
graft tumor. Reprinted with permission from ref. 65, Copyright (2013)
IOS Press and from ref. 67, Copyright (2017) Elsevier.
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wiched a single layer of gas bubbles. When an ultrasonic wave
passes through the device, this bubble layer acts as a nearly
perfect mirror, reflecting the sound wave at low frequencies
and reducing the transmission of low-frequency ultrasonic
waves. At a sound frequency close to the resonant frequency of
the bubbles, the transmission magnitude reaches the
minimum due to the Minnaert resonance effect.71 By adjusting
the bubble array pattern, the operating frequency was tunable
in the range from 9 to 1756 kHz, with only less than 0.2% of
the sound energy transmitted. Note that acoustic enhance-
ment and blocking discussed above occur at different sound
frequencies and have different physical origins. The enhanced
transmission results from the Fabry–Perot resonance, for
which a thin water layer above the bubbles is essential,
whereas the transmission blockage is due to the Minnaert
resonance effect.71

Microfluidics is another field that frequently uses the
acoustic properties of gas bubbles. Microfluidic devices manip-
ulate a minimal amount of fluids. Introduction of a new phase
like gas bubbles in fluids leads to multiphase flows, which sig-
nificantly expands the functionality of a microfluidic
device.77–80 In a recent review, Hashmi et al.81 have summar-
ized the lab-on-a-chip applications of oscillating microbubbles
in the literature before 2012. Briefly, gas bubbles were used as
a pump to drive directional flows in microchannels, as a
micro-mixer to achieve fast mixing, as a filter to sort particles,
and as a transporter to move samples from one location to
another. The application scope has continued expanding in
recent years.82–86 Fig. 6a shows the acoustic microfluidic
device developed by Ahmed et al.83 for precise rotational
manipulation of single cells and organisms. The piezoelectric
transducer generates acoustic waves to actuate air micro-
bubbles trapped within the sidewall microcavities of a micro-
fluidic channel. The oscillating microbubbles establish an
intricate microstreaming pattern. In the x–y plane, the liquid
flow pattern is characterized by two symmetric vortices in the
plane of oscillation (Fig. 6b). Along the x-axis, single out-of-
plane microstreaming vortex exists as a result of microbubble
shape distortion that occurs due to the difference in the
contact angles between the glass substrate and the channel
ceiling (Fig. 6c). This out-of-plane vortex enables a delicate
control of the rotational motion of single cells such as HeLa
cells and organisms such as the worm Caenorhabditis elegans,
as shown in Fig. 6d. This bubble-based single entity manipu-
lation tool is valuable in the fields of bioengineering, biophys-
ics, medicine, and developmental biology.

3.2 Electrical insulator: a nanoscale signal amplifier

Gas bubbles are electrically insulating under ambient con-
ditions. Ying et al.87 devised an innovative electrochemical
signal amplifier using this property for probing redox-active
spices in living cells. In their design, they coupled electro-
chemical H2 nanobubble formation with electrocatalytic oxi-
dation of a target analyte, nicotinamide adenine nucleotide
(NADH), via bipolar electrochemistry. The bipolar electrode
was a thin Au film on the interior wall of a nanopipette

(Fig. 7a). The small dimension of the nanopipette is essential
for performing the analysis of single cells (Fig. 7b). When a
voltage bias is applied between the two terminals of the nano-
pipette, the Au film is polarized by the electric field, driving
NADH oxidation at one end of the Au film and water reduction
to H2 at the other end. The two reactions co-occur at an identi-
cal rate. Because the amount of NADH release in a cell is
minimal, it has been challenging to monitor the NADH release
by directly measuring the faradaic current of NADH oxidation.
However, after coupling NADH oxidation with water reduction
to H2, this low current is transduced to bubble formation,
which blocks the ionic transport in the nanopipette and dra-
matically amplifies the electrical signal. Fig. 7c shows the
current–time traces in the absence and presence of NADH.
Note that the Au film was modified with catechol, a catalyst
that facilitates the electrooxidation of NADH. They demon-
strated that this signal amplification method enabled highly
selective and sensitive probing of NADH concentrations as low
as 1 pM. The most exciting feature of this method is that it can
be applied to the characterization of many different redox-

Fig. 6 (a) Schematic of the experimental setup for rotational manipu-
lation of single cells and organisms using acoustic microstreaming
induced by oscillating microbubbles. (b) An optical image of acoustic
microstreaming in the x–y plane during microbubble oscillation. (c) 3D
sketch demonstrating in-plane (red) and out-of-plane (blue) acoustic
microstreaming vortices around a microbubble. (d) The rotational
motion of C. elegans caused by the simultaneous oscillation of multiple
microbubbles and its fluorescence image at different rotation angles.
Reprinted with permission from ref. 83, Copyright (2016) Springer
Nature Limited.
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active species in living cells by modifying the gold film with
the corresponding redox probes. Therefore, it holds great
potential for analyzing critical bodily processes in multicellu-
lar and unicellular organisms.

3.3 Electric discharge: optical emission spectroscopy

Electric discharge in the gas phase has been extensively
studied and used in industry for over 100 years. In compari-
son, plasma in or in contact with water is a relatively new field,
which has been growing fast in recent years.88 Electric dis-
charge of gas bubbles in water requires a considerably higher

electric field than that of atmospheric gas because the concen-
tration of water vapor is approximately 1000 times higher than
that of atmospheric gas.89 During the electric discharge of gas
bubbles in water, high-energy radicals, ions, and molecular
species are produced, making it well-suited for applications
like water treatment.90 Meanwhile, the optical emissions
associated with these high energy particles has led to the
development of new analytical methods for elemental analysis.
For example, Kohara et al.91 developed the liquid electrode
plasma atomic emission spectrometry. In their setup, they fab-
ricated an hourglass microchannel (Fig. 8). When a high-
voltage pulse (800 to 2500 V) was applied between the two
ends of the microchannel, a gas bubble was generated by Joule
heating at the narrow-center part. When the bubble expanded,
it blocked the channel, establishing a strong electric field
inside the bubble to trigger the electric discharge as well as
atomic emission. Fig. 8 shows the images of the atomic emis-
sion in the device for solutions containing different metal
ions. Using the atomic emission signal, they demonstrated the
detection of 41 elements and the limits of detection were com-
parable to the flame atomic absorption spectrometry. Do
et al.92 and Barua et al.93 further extended this method to the
determination of total cesium in radioactive liquid waste and
on-site analysis of gold, palladium, and platinum in metallur-
gical waste leachates after necessary modifications of the
experimental setup. The electric discharge of gas bubbles not
only is useful for metal analysis but can also be a potentially
powerful tool for gas identification. Hamdan et al.94 studied
the nanosecond electric discharge in water bubbled with
different gases, such as argon, methane, carbon dioxide, and
propane. In their experimental setup, they aligned a pin elec-
trode and a hollow needle electrode, flew gas through the
lower hollow needle to form bubbles between the two electro-
des, and discharged the bubbles by applying a nanosecond
high-voltage (up to 15 kV) pulse. They observed emission
spectra with different signature peaks for gas bubbles with
different gas types, which can be used for the identification of
gas compositions.

3.4 Deformability: bubble-in-drop microextraction

Single droplet microextraction is a microscale variation of
liquid–liquid extraction,95,96 where a droplet of the extraction

Fig. 7 (a) and (b) The design of a nanobubble-based signal amplifier for
probing redox-active species in living cells. A voltage bias (Ebias) was
applied between the two terminals of an Au-coated nanopipette, driving
different redox reactions at the two ends of the Au film. Electrooxidation
of the target analyte, nicotinamide adenine nucleotide (NADH), took
place at the trans end of the Au film and the reduction of water to H2 at
the cis end. The water reduction reaction led to H2 bubble formation,
blocking the ionic flow in the nanopipette and generating a current tran-
sient. The catechol on the Au film catalyzes the electrooxidation of
NADH. (c) Current–time traces in the absence and presence of NADH.
Because the oxidation of NADH and bubble formation are coupled fol-
lowing a bipolar electrochemistry mechanism, the presence of NADH
led to a significant bubble formation and, thus, a large electrical signal.
Reprinted with permission from ref. 87, Copyright (2018) American
Chemical Society.

Fig. 8 Images of an hourglass shaped microchannel used in the liquid
electrode plasma atomic emission spectrometry for elemental analysis,
and the atomic emissions in the channel for solutions containing
different metal ions. Reprinted with permission from ref. 91, Copyright
(2015) Royal Society of Chemistry.
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solvent is suspended at the tip of the needle of a microsyringe
and immersed in the gaseous or liquid sample for extraction.
After extraction, the solvent droplet is withdrawn back into the
microsyringe and then injected into an instrument for ana-
lysis. Single droplet microextraction is known for its high
extraction efficiency and simplicity of operation. Williams
et al.97 further improved the extraction efficiency of single
droplet microextraction by deliberately introducing a certain
volume of air into the droplet to increase its surface area. This
modified microextraction method was named bubble-in-drop
microextraction. They showed that this simple change
improved the extraction efficiency of ten different triazine com-
pounds 2- to 3-fold as compared with the traditional single
droplet microextraction. The same group later applied the
bubble-in-drop microextraction method for the rapid detection
of atrazine and metolachlor, two common herbicides in farm
soils.98 Lee and coworkers automated this extraction method,
coupled it with gas chromatography/mass spectrometry, and
applied for the analysis of nitro musks,99 organochlorine pesti-
cides,100 and carbamate pesticides101 in environmental water
samples. They evaluated the effects of various parameters on
the extraction efficiency, including the type of extraction
solvent, volume of the air bubble, extraction temperature,
extraction time, and effect of salt addition. At the same time,
George et al. applied the bubble-in-drop microextraction
method for the analysis of phthalic acid esters in soil
samples102 and quantification of growth hormones in bovine
urine.103

4. Mass transport behaviors
4.1 Gas transport across the gas/liquid interface

Once a gas bubble is generated in a liquid medium, it begins
to shrink as a result of gas diffusion across the gas/liquid
interface into the liquid phase. According to the Epstein–
Plesset equation,104 the bubble size change is mainly con-
trolled by three gas-identity-dependent parameters: gas diffu-
sivity, gas solubility in the liquid normalized by density, and
the ratio of initial dissolved gas concentration to the saturation
dissolved gas concentration. Based on this relationship,
Bulbul et al.105 devised a bubble-based microfluidic gas sensor
that could identify and quantify gases for gas chromatography
(Fig. 9a). In their design, a gas mixture first passes through a
gas chromatography column to be separated as individual
components. The gas flow then enters a microfluidic channel
to form gas bubbles. Because the bubble size is a function of
the gas identity and composition, by monitoring the size
change of bubbles, the device generates a chromatogram that
contains the identity and composition information of the gas
sample. To test the feasibility of this concept, they first studied
gas bubble formation in a microfluidic channel.106 They found
that different gases required different characteristic gas press-
ures and flow rates to form gas bubbles, and the resulting
bubble volume in the microfluidic channel was dependent on
the gas identity (Fig. 9b). Most interestingly, they discovered a

nearly linear relationship between the bubble size and the
composition of a gas mixture (Fig. 9c). For a CO2/N2 mixture,
the higher the CO2 concentration is, the smaller the gas
bubbles are. These initial findings have confirmed the feasi-
bility of identifying and quantifying a gas sample by analyzing
its bubble behavior in a microfluidic channel. Furthermore,
they demonstrated the identification of a pulse of pentane gas
in a continuous flow of helium gas by optically tracking the
gas bubble size change as a function of time (Fig. 9d).105 They
next tested the quantification capability of their sensor.107

Fig. 9 (a) The concept of bubble-based gas sensing for gas chromato-
graphy. A column first separates individual components in a gas mixture,
which then enters a microfluidic device (the dashed rectangular region)
to form a train of gas microbubbles. Because the size and number of gas
bubbles are a function of the identity and quantity of each gas com-
ponent, a chromatogram is generated by optically tracking the sizes of
these bubbles. (b) The volume of gas bubbles generated in the microflui-
dic device as a function of gas pressure and gas flow rate for different
gas types. (c) Bubble diameter vs. the gas composition in a CO2/N2

mixture. (d) Bubble size variation for one pentane (C5) injection in a con-
tinuous He flow. Bubbles sharply reduce their diameters when the
device experiences a transition from He gas to C5 gas at ∼120 s.
Reprinted with permission from ref. 105, Copyright (2015) Royal Society
of Chemistry.
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They estimated the injected volume of a gas analyte from the
total volume of gas bubbles and found that the results were in
excellent agreement with the results determined by commer-
cial gas chromatography with a flame-ionization detector.
Most recently, they have established a theoretical model for
this sensing method.108 Their model describes the gas loss
due to mass transfer from the bubble to the liquid medium
during bubble formation in a microfluidic device. The volume
loss of bubbles under various conditions derived by this
model was well-matched with the experimental value.

The bubble shrinkage phenomenon in a microfluidic
channel was also adopted by Seo et al.109–111 to evaluate the
performance of their carbon sequestration method. In their
method, engineered nanoparticles, such as Ni nanoparticles,
were employed as the CO2-to-HCO3

− conversion catalyst, which
accelerates the solubility trapping and mineralization of CO2

from the gas phase into a saline aquifer.110 To quantify the
catalytic activity of these nanoparticles, they generated
uniform CO2 microbubbles in a microfluidic channel filled
with a nanoparticle solution. Because the CO2-to-HCO3

− con-
version affects the dissolved CO2 concentration near a CO2

bubble, which changes the shrinkage rate of gas bubbles, the
catalytic activity of nanoparticles can be evaluated from the
bubble shrinkage rate.

Unlike gas bubbles in the liquid, soap bubbles have two
gas/liquid interfaces stabilized by the surfactant molecules,
forming a thin liquid film with a high surface area to volume
ratio. When the gas molecules diffuse across these two inter-
faces, this liquid film samples them. Kanyanee et al.112 devel-
oped an SO2 gas sensor using this property of soap bubbles. In
their sensor, they incorporated H2O2 into a soap bubble. In
the presence of low concentrations of SO2 gas, H2O2 in the
bubble film reacts with SO2 to form an ionic species, SO4

2−,
leading to an increased electrical conductance of the bubble
film. This unique soap bubble gas sensor was capable of
detecting sub-ppm levels of SO2. They further modified the
soap bubble system by introducing α-cyclodextrin into the
bubble film.113 Because α-cyclodextrin selectively binds with
α(+)pinene, the α-cyclodextrin-doped bubble film enabled the
selective transport of α(+)pinene in a mixture of α(±)pinene.
More recently, Fu et al.114 have followed up on Kanyanee’s
initial work and reported a Newton black film for the selective
detection of formaldehyde gas. The Newton black film desi-
gnates a special equilibrium state of a soap film, where the
film thickness is less than 7 nm and is not sensitive to the
changes in the liquid composition such as ionic strength. The
selective detection of formaldehyde was achieved by the
Hantzsch reaction between formaldehyde, acetylacetone, and
ammonium citrate to form 3,5-diacetyl-1,4-dihydrolutidine, a
highly fluorescent species for quantification. This method
exhibited a limit of detection of 4 ppb, a linear sensing range
up to 300 ppb, and high selectivity for formaldehyde over
other interfering aldehydes. Using a similar design, they devel-
oped a gas sensor for NH3 and acetic acid gas detection by
incorporating a pH-sensitive fluorescent dye into the soap film
to produce the fluorescent signal.115

4.2 Ion transport along the gas/liquid interface

In the previous section, we discussed the transport phenom-
ena across the gas/liquid interface of gas bubbles or soap
bubbles. The transport phenomena along the gas/liquid inter-
face are equally exciting. In this transport mode, the surface
charge at the gas/liquid interface plays an essential role. The
Biance group has carried out pioneering research on the elec-
trokinetic properties of soap bubble films of nanometric
thickness.116–118 They discovered that the conductance of a
nanometer-thick soap film was independent of the film thick-
ness and was no longer a linear function of electrolyte concen-
tration, indicating that the ion transport in the film deviates
from its bulk properties. This deviation is caused by the
surface conductivity becoming dominant over the bulk one as
the film thickness enters the nanoscale regime. The ionic sur-
factants at the gas/liquid interface strongly affect the surface
conductivity by interacting with the mobile ions near the inter-
face via electrostatic interactions. Similar surface effects have
also been reported in studies on ion transport in solid-state
nanochannels or nanopores.119,120 However, unlike solid-state
nanochannels or nanopores, soap films are not rigid. As a
result, ion transport in the soap film is often accompanied by
the deformation of the film due to a surface charge-induced
electroosmotic flow.116

Based on these prior findings, Ma et al.121 developed a
bubble film nanochannel for biomolecule sensing. In their
design, a gas bubble was inserted in a glass capillary filled
with a salt solution (Fig. 10a), forming a liquid film channel
between the gas bubble and glass capillary, which structurally
resembles a soap film. The thickness of the liquid film can be
varied from 10 nm to sub-micrometer by adjusting the salt
concentration or pH (Fig. 10b). The film nanochannel exhibits
ion permselectivity because the charge carriers in the film are
predominantly cations attracted by the negatively charged
bubble surface and capillary wall. The selective passing of the
cations through the film nanochannel led to ion concentration
polarization (ICP). ICP is an electrokinetic phenomenon in
which the accumulation of charged species occurs in one com-
partment (ion enrichment) and ion depletion in the
other.122–124 Fig. 10c shows the depletion of fluorescein, an
ionic fluorescent tracer, on the left side of the film nanochan-
nel after applying a voltage bias to the capillary. ICP occurred
because the cation permselectivity caused a depletion of
cations and an accumulation of anions on the left side of the
trapped bubble. However, the accumulation of anions alone is
not favorable because of electrostatic repulsion between
anions, eventually resulting in an ion depletion zone in the
channel, as evidenced by the disappearance of fluorescence in
Fig. 10c. Because the conductance of the film nanochannel is
highly sensitive to the surface charge on the capillary wall,
they built a sensor that responds to the biochemical binding
reaction on the surface, such as biotin–avidin binding
(Fig. 10d). Fig. 10e shows the normalized film nanochannel
conductance as a function of streptavidin concentration for a
biotin-modified capillary. This bubble-based method provides
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easy access to the unique ion transport behaviors at the nano-
scale, opening many possibilities for analytical applications.

4.2 Marangoni flow around a gas bubble

The Marangoni effect describes the movement in a fluid inter-
face caused by local variations of interfacial tension that are
caused in turn by the difference in composition or tempera-
ture.127 Marangoni flows are present around electrochemically
and thermally generated gas bubbles.125,128,129 Fig. 11a shows
the Marangoni flow velocity field around an electrogenerated
H2 bubble sitting on a platinum microelectrode measured by
particle tracking velocimetry.125 The formation of the gas
bubble displaces the electrolyte near the electrode surface. The
increased ohmic loss leads to significant heating of the electro-
lyte, especially near the microelectrode, where the current
density is at its maximum. Meanwhile, the concentration of
dissolved H2 is also at the maximum near the microelectrode.
The distribution of temperature and dissolved H2 concen-
tration establishes a surface tension gradient at the gas/liquid
interface (Fig. 11b), driving a high-velocity convective flow in
the electrolyte and the gas bubble (the Marangoni effect). The
characteristic vortex flows around the gas bubble drag species
from the bulk solution to the gas bubble. Taking advantage of

this behavior, Zheng and coworkers developed bubble-pen
lithography,130–132 using which they opto-thermally generated
Marangoni convection around a vapor bubble to bring objects
from the bulk solution to the bubble and trap them there.
Most recently, they have modified this patterning method and
applied it to enhance surface capture and sensing of pro-
teins.126 In the modified setup (Fig. 11c), they used a biphasic
liquid system, capable of generating microbubbles at a low
optical power/temperature by formulating perfluoropentane
(C5F12, PFP) as a volatile, water-immiscible component in the
aqueous medium. The plasmonic Au substrate was functiona-
lized with the capture protein, and the solution contained a
low concentration of the target protein (Fig. 11d). The
Marangoni flow around the PFP vapor bubble concentrated
the analyte protein near the bubble, accelerating the protein
binding. They observed that the surface binding was enhanced
by 1 order of magnitude within 1 min in the presence of
bubbles, compared to that from static incubation for 30 min.
This bubble-based method is exciting because it offers a
simple yet effective way toward improving the performances of
convectional surface-based assay platforms.

Fig. 10 (a) The photograph of a bubble film nanochannel prepared by
inserting a gas bubble in a capillary. (b) The film nanochannel thickness,
h, as a function of salt concentration, C. (c) Ion concentration polariz-
ation phenomenon caused by the ion permselectivity of the bubble film
nanochannel. Fluorescein, an ionic fluorescent tracer, was depleted
from the left side of a gas bubble in the capillary when a voltage bias
was applied to the capillary. (d) Schematics illustrating the principle of
sensing the biotin-streptavidin (SAv) binding. (e) The film nanochannel
conductance normalized the bubble length, G*

fch, as a function of SAv
concentration in the phosphate-buffered saline (PBS). Reprinted with
permission from ref. 121, Copyright (2020) Springer Nature Limited.

Fig. 11 (a) Flow velocity around an electrogenerated H2 bubble
measured by particle tracking velocimetry indicating the existence of
Marangoni convection near this electrogenerated bubble. (b) Schematic
distribution of the current density ( j ) and the hydrogen concentration
(CH2

) around the electrogenerated gas bubble. The high local CH2
and

temperature (T ) at the bottom of the gas bubble resulted in a gradient
of surface tension, σ, at the gas/liquid interface, leading to the formation
of Marangoni flow. (c) Schematic illustration of the opto-thermal
bubble-generation in a perfluoropentane (C5F12, PFP)-in-water system
and (d) concentration of target proteins near the bubble–liquid–sub-
strate interface due to the presence of Marangoni flow around the PFP
vapor bubble. (e) Fluorescence images of substrates after the bubble
concentration of fluorescent protein A/G at varying concentrations.
Reproduced with permission from ref. 125, copyright (2018) Royal
Society of Chemistry, and from ref. 126, copyright (2020) American
Chemical Society.
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5 Conclusions

In conclusion, motivated by the easy accessibility and multi-
functionality of gas bubbles, analytical chemists have recently
developed many new bubble-based analytical strategies. These
strategies were built upon different characteristic properties of
gas bubbles, including the gas/liquid interfacial activity, acous-
tic resonance, electrical insulation and discharge, deformabil-
ity, and unique mass transport behaviors. Their applications
range from surface-active compound detection and preconcen-
tration to ultrasound imaging, acoustic detection, single cell
and organism manipulation and analysis, metal and gas
sensing, and biosensing. Although the scope of this review did
not include advancements in fundamental studies of gas
bubble behaviors, such studies are essential for progress in
this field. For example, the bubble-nucleation-based method
for surfactant detection stems from the basic research on gas
bubble nucleation. The development of bubble film nanochan-
nel biosensors was enabled by the fundamental knowledge of
the electrokinetic properties of soap bubble nanofilms.
Looking ahead, the recent increasing interest in understand-
ing the bubble behaviors at the nanoscale9,36,133–140 and the
new developments of bubble manipulation methods69,141–146

will inspire new ideas and experimental attempts, lead to new
findings regarding gas bubble properties that can be utilized
for analytical applications, and therefore spur another wave of
development of bubble-based analytical methods.
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